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Abstract

The Community Views on Criminal Justice System (CVCJS) initiative was established to collect
a city community’s perceptions on experiences with local Police Departments and other agencies
in the criminal justice system, and share those findings to inform local Gun Involved Violence
Elimination (GIVE) strategies in New York State. This paper reviews those findings via an
empirical study with major text mining methods. Specifically, atomic/canonical words along
with as n-grams are used to explore such text mining tasks as sentiment analysis, document
clustering and topic modeling, all aimed at gaining insights into all the patterns underlying the
community’s perception of policing and criminal justice. We use Latent Dirichlet Allocation
[LDA] analysis and Structural Topic Model [STM] analysis, which are currently among the most
widely used topic modelling algorithms in the fields of computer science, statistics, and machine
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learning. Despite the very limited amount of data available for our study, the combination of
sentiment analysis with document clustering and topic modelling helps extract and reveal very
interesting patterns underlying the community’s views of policing and criminal justice.

Keywords: Text mining; document clustering; sentiment analysis; topic modeling; n-gram;
criminal justice; data science; statistical analysis.

1 Introduction

The criminal justice system consists of three major parts: law enforcement, such as local police and
sheriff, adjudication, such as courts, and corrections such as jails, prisons, probation and parole.
In the United States, criminal justice policy has been guided by the 1967 President’s Commission
on Law Enforcement and Administration of Justice, which issued a ground-breaking report ”The
Challenge of Crime in a Free Society”. This report made more than 200 recommendations as part of
a comprehensive approach toward the prevention and fighting with crime. The Commission justified
a set of systems outlining an approach to criminal justice, with improved coordination among law
enforcement, courts, and correctional agencies [1]. The President’s Commission defined the criminal
justice system as the means for society to ”enforce the standards of conduct necessary to protect
individuals and the community” [2].

In both the literature and the field of law enforcement, the system of allocating police officers
to a particular area to build partnerships inside the community already existed, and it has been
called community policing. Collaboration between the law enforcement agency, individuals and
the organization they serve, help to improve solutions to problems and evaluate trust in police [3].
However, its philosophy, mechanism, and efficiency has been debated [4].

With the recent incidents involving police use of force and other issues, the legality of police action
has been questioned in many communities. A large scale of demonstrations and protest marches
arose in many cities in 2014 and 2015. Even riots against perceptions of police misconduct and
excessive use of force appeared. These conflicts affected community-police relationships, causing
many to be untenable. Through this social movement, the importance of police-community relationships
has become a major issue in the United States [5]. It brought attention from local law enforcement,

to federal agencies, to detect community views on the criminal justice system.

Simultaneously, interest in data science in the Criminal Justice field has been rapidly increasing, such
as detection and prediction in cybercrime profiling [6] and criminal activities [7]. Many Criminal
Justice research projects are mainly concentrated around qualitative research. With a large amount
of text files, researchers can be easily confused with what they can do with the data. Besides,
qualitative research, while incredibly useful in this field, often suffers from the limitation of lack of
objective measures that are typically the foundation of quantitative analysis. The closest form of
quantitative measurement in this context often takes the form of Likert measurements arising from
questionnaires. Due to limitations inherent in questionnaires, like the constrained range of possible
answers, many researchers who traditionally used either qualitative analysis or questionnaires, have
recently been adopting quantitative text analytics, with the anticipated hope of gaining far more
insights from respondents’ by quantifying their free-form text responses.

Text mining, especially statistical text mining is a broad framework with several methods such as
latent semantic indexing (LSI), topic modelling, document classification, document clustering, and
sentiment analysis, that allow the quantitative measurements on documents, thereby providing a
rich and powerful alternative to previous methods. Authors like [8] have given detailed accounts of
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basic text mining. Throughout this paper, the questionnaire portion of the surveys was removed,
and only the free-form text was maintained and analyzed. Consider for instance the following three
fragments (portions) of the respondents’ text from our corpus:

Question 1 - 3:
‘What types of interactions are you thinking about when you were answering?
In the last six months mostly meetings. Before the last six months, calls made to police

Mostly meetings, my wife and I called the police. We have a lending library in our neighborhood and there was a guy who was throwing books
around, pretty minor but they responded quickly.

What makes it good or bad?

T’ve had interactions with cops who think that because I’m a woman I’m a bad driver. Or other times you know they ask “Do you know why I
pulled you over?” which is protocol, but if you don’t answer the right way they become somewhat sarcastic with you, and I don’t think that the
sarcasm is necessary. I would evaluate that as a bad interaction. If I did something wrong tell me straight up. When they are sarcastic it puts people
in a sour mood.

Black while driving, people having to tell their black son or daughter how to properly interact with the police, something I wouldn’t have to do with
my children

Cops come in with presumptions, sure it is implicit bias, but it is just unnecessary. I’ve been in the car with my friend who is Hispanic but the cop
let her go because she is an attractive Latino woman. Even though she was speeding, and she didn’t have her license on her at the time.

Would you consider that a bad interaction?
Yes! She should have gotten a ticket. Everyone should get the same treatment regardless of their race/ethnicity, gender, age etc.

My interactions have been somewhat neutral. However, one time I was with my my friend who was having a mental health issue and who also
happened to be transgender, the police handled that situation very well. And I called and complemented the officers because I thought it was
handled really well. At the same time, I hear about immigrants through my work who have issues with police, black and brown people, trans,
LGBQ people who have had various issues with the police and I think that is just not right.

I hear more about bad interactions, but I personally have had good interactions so I am neutral. Plus, when answering I was thinking a lot about
community meetings through my work which are generally neutral interactions

Our goals with the dataset from CVCJS are (a) to extract, wherever possible, the general sentiment
of the community toward the criminal justice system in the city, (b) find out if there are different
groups of perception based on document clustering, and (c) attempt to confirm or discover some of
the latent structures responsible (or at least related) to the views/perceptions held by the community
by via topic modeling. There are several challenges with the text data from CVCJS: very limited
amount of data, initial preprocessing reveals very very noisy data due to educational level of
respondents, and various levels of note taking skills, meaning that several note takers wrote the
documents with their own abbreviation and comments about the nuance of respondents. Through
this paper, document analysis assumes that (a) each respondent’s text is the document (note that
some documents are much longer than others); (b) within the so-called bag of words (BOW)
assumption/approach, each document is represented by the words only, without the semantics
being taken into account; (c¢) to avoid instances of missing negations and other compounds, n-
grams are used. For instance, trust and not-trust convey two opposite sentiments. By just getting
rid of the stop word 'no’, this would be lost/missed. Hence the use of n-grams, at least 2-gram; (d)
removal of stop words such as ’she’, ’he’, 'we’; ’they’, and 'I’. Using the BOW assumption combined
with suitable uses of n-grams, our basic data structure after pre-processing, is the so-called term
document matrix (tdm) also known as the document term matrix (dtm), which can be written in
the following n X p matrix

X1 Xiz oo oeee e e Xy oo X
X=| X Xig oo oo oo o X X (1.1)
Xoi Xnz oo oo oo Xpgoo Xop

Each column X; of X represents either a atomic word like police, trust, arrest or an n-gram like
not-good, dont-trust, get-pulled. In most document analysis tasks, the term document matrix X is
typically very sparse, with 95% of zeroes not unusual. Besides, except in rare cases, X tends to be
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ultra-high dimensional, meaning that p > n as depicted in the matrix, since the number of words
tends be much much higher than the number of documents to be text-analyzed. Depending on the
analysis, the entries X;; of X can be of one of the following types:
e X;; € {0,1}, if X is simply a binary incidence matrix with entry X;; = 1 if word j appears
in document ¢, and Xj;; = 0 otherwise.

e X;; = Frequency of word j in document .
e X;; = logarithmized relative frequency of word j in document 4.

As indicated earlier, one of the most natural questions one may seek to answer in the presence of a
collection of documents dealing with the views of a community is the following: are there meaningful
and clearly distinct groups in the community with different aspects of the perception of policing? If
so, how many groups are there? As we shall see later we will tackle this question using methods
like Partitioning Around Medoids (PAM) and Hierarchical Clustering. Specifically, if we anticipate
k groups of views in the community, and denote by P, = C1 U - - - U C}, the partitioning of the data
into k groups/clusters, then we seek the optimum clustering

k n
P = argmin ziid(Xi,%X5) 3, 1.2
(= snguin {3t | 12)

j=1i=1
where z;; = 1(x; € C;) and d(-) can be any distance like the Euclidean d(x;,x}) = ||x; — x}||* or
the Manhattan distance d(x;,x}j) = ||x; — xj||1, or any other suitable distance. Section 4 of this

paper is dedicated to the exploration of the clustering of the documents in our corpus. The other
question that naturally arises from such a corpus of documents is: What are the topics underlying the
responses given by the members of the community? The fundamental idea here is that the documents
are just the manifestations of latent constructs/concepts which we will refer to as topics. In words,
the density function (mass function) p(w) of a word w is truly a marginal density obtained from
the joint density of the word w and the topic z that generate it, specifically

p(w) = /Z p(w]2)p(z)dz. (13)

We provide a thorough topic modelling analysis of the data in section 4, right after some general
text minind and text analytics definitions and concepts.

2 Generalities of Text Mining and Text Analytics

Generally, text mining is considered a multidisciplinary area of study consisting of data mining,
linguistics, computational statistics, computer science, library and information science, and medical
science. Latent corpus analysis, text clustering, document summarization, ontology and taxonomy
creation, text classification, and categorization, visualization, database technology, machine learning,
and data mining are known as standard techniques [9][10].

There are two major approaches in text mining; using linguistic information in both vocabulary
and signals through word order, and the bag-of-words model in which only vocabulary affects word
order signals, which are all permutations of the words in a document that can provide corresponding
data. Although bag-of-words models have limitations such as synonymy and polysemy, they have
achieved rich theory and are successful in the context of topic modeling. Linguistic information
is correlated to speech recognition and natural language processing, which have very fashionable
literatures [8][11].

In the criminal justice field, especially for cybercrime profiling, collaboration with social networking
services (e.g. Facebook, Twitter, Snapchat, and so on) has encouraged reporting. Since data mining
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allows researchers to explore and analyze large quantities of data, catching significant results such
as meaningful patterns, up to date, all the national security organizations rely on data and text
mining techniques to determine and forecast criminal activities. Text mining or text data mining
is an analysis to extract non-trivial patterns or knowledge from unstructured text. [6][12].

Full semantic analysis with text data is absurd. Even humans often miss nuances and implicit
meaning. However, in the natural language processing models, small achievements are important
because of its complexity. One major example is Chomskian deep structure. Humans are hardwired
for language in Chomsky’s model, with deep structure which specific syntax and surface structure
that allows that distinguish, say, and verb placement in English from verb placement in German.
Text mining through a natural language model of deep or surface structure is roughly the same
as the problem of artificial intelligence. This difficulty requires make simple analytical strategies
including n-grams [8].

Tokens (or word stems) are the base of most syntactic text mining strategies. Tokens can be
individual words, phrases or sometimes whole sentences. The act of breaking up a sequence of strings
into pieces such as words, keywords, phrases, symbols, and other elements is called tokenization. A
token is a base word such as ’call’, ’called’, and ’calls’ are identified by a stemmer as being the same.
Since stemming permits to reduce the number of words (features) by ignoring tense, pluralization,
hyphenation, and other subtleties, it is statistically applicable.

In English, long sequences of words have noticeable semantic signals. It means that if one is given
the first word (token) in an n-gram, then the following seven or eight words have probabilities,
correlated with the first word and one can measure differences from their overall frequency, but
words after this following word, like the ninth word, may not have conditional probability different
than its background frequency. According to Laurence Doyle, a communications researcher working
with SETI, the Search for Extraterrestrial Intelligence in California, up to nine words away, there
are conditional probabilities which are imposed by the rule structures of human languages. [13]

Text mining applications, especially topic models use n-grams in various ways (see references for
detail), but it is not a common tool used in the field of Criminal Justice. The major problem
with n-grams in text mining is the inferential step. Despite attempts to use learning automatically
from training data or designed experiments, some people use human intelligence in the terms of
" privileged information”.[14] With the high influence of humans in Criminal Justice research, n-
grams help to avoid human intelligence bias and preference and find other potential predictors
among n-grams. Also, n-grams will help to detect words including negative meaning with linked
words. For instance, words ”safe” and ”unsafe” are easily detected, but if we use simple unigram,
we cannot detect words or tokens such as ”does not feel safe” or "not safe”.

3 Topic Modeling

Blei et al [15] proposed Latent Dirichlet Allocation (LDA) and it became the most popular topic
models methodology. LDA selects topics for each document according to one Dirichlet distribution,
then conditional on a topic, the vocabulary is chosen according to its corresponding Dirichlet
distribution. The generative model for assigning words to documents is

e ¢ € R can be drawn from a Dirichlet distribution with parameter a for each topic; for topic
k, it randomly determines the distribution over the vocabulary.

e 0; € R¥ can be drawn from a Dirichlet distribution with parameter 8 for document D;
which randomly demonstrates the extent to which document D; participates in each of the
K topics.
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e For each word in document Dj, first we can draw a single topic z; from the one-trial
multinomial with parameter 6;, independently. Once it draws the ith topic, then the word
is chosen as a single draw from the one-trial multinomial with parameter ¢;.

The following plate diagram is often used to describe this generative model, which represents the
relationships between the mechanisms for composing documents as random mixtures of topics with
independently drawn vocabulary, with probabilities depending upon the topic [16].

The general definition of topic modeling is that it is a type of statistical model for discovering the
abstract, which are topics that occur in a collection of documents. Topic modeling is used to solve
the problem of automatically classifying sets of documents into themes. In the machine learning and
natural language process, topic models provide a probabilistic framework for the frequency of term
appearances in the documents of a given corpus. Using only information related to the frequency
of the terms in the text documents seems to ignore their contexts. In natural language processing,
topic models extend and build on classical methods such as the unigram model and the mixture
of unigram models (Nigam et al. [17]) as well as Latent Semantic Analysis (LSA; Deerwester et
al. [18]). Topic models are mixed-membership models so that they are different with the simple
unigram or the mixture of unigram models. A unigram is created from n-gram methodology. An
n-gram in the fields of computational linguistics and probability is a contiguous sequence of n items
from a given sequence of text or speech. The items can be phonemes, syllables, letters, words, or
base pairs according to the application. The n-grams are typically collected from a text or speech
corpus (Broder et al. [19]). An n-gram model is a type of probabilistic language model for predicting
the next item in such a sequence in the form of a (n-1) order Markov model.

In our model, our basic item is a word. In the unigram model, each word is assumed to be drawn
from the same term distribution, but in mixed-membership models documents are not assumed
to belong to a single topic. However, it simultaneously belongs to several topics and the topic
distributions are vary over documents.

Hofmann [20] proposed the early topic model with probabilistic LSA. He assumed that the
interdependence between words in a document can be explained by the latent topics of the document
that it belongs to. Conditions of the word appearances in a document in the topic assignments of the
words are independent. The latent Dirichlet allocation (LDA; Blei et al. [21]) model is a three-level
hierarchical Bayesian mixture model for discrete data where topics are not correlated. LDA was
first proposed as a graphical model for topic discovery and described as a generative probabilistic
model that allows sets of observations to be explained by unobserved groups which explain the
reasons of similarity in regards to multiple paired components of the data.

3.1 Latent Dirichlet Allocation (LDA)

There are several assumptions behind the LDA Topic Model. (a) Typically not many, but multiple
topics exist in the documents. (b) LDA is a probabilistic model with a corresponding generative
process which assumes that this simple process demonstrates within each document. (c) A topic is
a distribution over a fixed vocabulary like we mentioned in the previous section. Topics are assumed
to be generated before the documents. (d) Only the number of topics can be specified ahead.

The generative process of LDA topic model can be written more formally with some notations
e For topics, [i.x are from where each (i is a distribution over the vocabulary
e For document d, 64 are the topic proportions
e For topic k in document d, 64, is the topic proportion

e For document d, z4 are the topic assignments
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e For word n in document d, zq4, is the topic assignment
e For document d, wg are the observed words

The joint distribution of the hidden and observed variables can be written as

K D N
P(Brx, 010, 210, wip = [ [ p(8) [ p(0a) [ ] Pzam | 0a)p(wan | Brisc, 2a.n) (3.1)

i=1 d=1 n=1

Fig. 1. Plate diagram of the LDA model[22]

There are several objectives we need to know from the plate diagram. (a) On the graph above,
only the words which are shaded on the plate diagram are observed. (b) o and 7 are parameters of
the respective dirichlet distributions. (¢) Through the process, the topics are generated. (d) plates
indicate reiteration of the model [22].

The LDA models are examples of a Bayesian mixture model. In order to understand the estimation
of a LDA model with Gibbs sampling for fitting, the model used in this paper, we need to know
what the Bayesian model is created with. This explanation is intended to remind and extend your
knowledge of probability. The easiest way to understand the Bayesian model is to comprehend
Bayes’ theorem.

Bayes’ theorem is related to conditional probabilities and a formula that describes how to update
the probabilities of hypotheses when given evidence. Conditional probability is the probability of
one event being true given that another event is true. It is distinct from joint probability, which is
the probability that both events are true without knowing that one of them must be true.

Bayes’ theorem is connected to our topic modeling. The LDA uses Bayes’ formula to find out
the relations between words and topics. There are various algorithms for topic modeling we
can use in the R software along with topicmodels, quanteda, stm, and lda package; Gibbs
sampling and variational expectation-maximization (VEM). Gibbs sampling, or a Gibbs sampler,
is a Markov Chain Monte Carlo (MCMC) algorithm for obtaining sequences of observations which
are approximated from a specified multivarate probability distribution when direct sampling is
difficult. As a technical aspect, the R package lda (Chang 2011[23]) provides collapsed Gibbs
sampling methods for LDA and related topic model variants, with the Gibbs sampler implemented
in C. In order to determine the posterior probability of the latent variables all of the models in the
lda package are fitted using Gibbs sampling.

LDA is identical to probabilistic latent semantic analysis in that each document may be viewed as a
mixture of various topics. However, the topic distribution is assumed to be a sparse Dirichlet prior
in LSA. The sparse Dirichlet priors encode the data to provide insight such as where documents
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cover a small set of topics, or the topics use only a small set of words frequently. In practice, it
shows a more precise assignment of documents to topics and less ambiguity with words.

In addition, Semi-collapsed VEM is used for estimation of the Structural Topic Model (STM) in the
stm package. It takes sparse representation of a document-term matrix, a non-negative number of
topics and covariates, and restores fitted model parameters [24]. Key innovation of Structural Topic
Model is to allow users to incorporate arbitrary metadata, which is defined as information about
the document in the topic model. Structural Topic Model permits researchers to discover topics
and estimate their relationship to document metadata. Hypothesis testing of these relationships
can be conducted with this algorithm.

3.1.1 Structural Topic Model

The generative model begins at the top with document d € 1...D and the words within the
documents by n € 1...Ng. Words wg,, from the observations that are instances of unique terms
from a vocabulary of terms, which is indexed by v € 1...V. Additionally, the number of topics
K is indexed by k € 1...K. Two design matrices provide additional observed information; topic
prevalence and topical content, which the analyst can specify given a document which includes a
vector of covariates in each row. The matrix of topic prevalence covariates is denoted by X, and
has dimension D x P. The matrix of topical content covariates is denoted by Y and its dimension
is D x A. Rows of these two matrices can be denoted by x4 and y4. Lastly, marginal log frequency
of term v in the vocabulary which can be estimated from total counts defines m, [25].

The generative process for each document for a STM model with k topics with scalar hyper-
parameter s,r, p, and K-dimensional hyper-parameter vector o can be summarized as:

Y ~ Normalp(O,ain), fork=1.K—1, (3.2)
0,4 ~ LogisticNormal ., (T'x}, %), (3.3)

Z4,n ~ Multinomialg (04), for n = 1...Ng, (3.4)
Wa,n ~ Multinomialy (Bzg,,), forn = 1...Ng, (3.5)

exp(m., + k,(cwv + k‘é?,v + kWD )

Bdkw = o) ®) yd(’;;’v , forv=1..Vandk = 1...K, (3.6)
Evexp(my + iy + kygow + kg
where I'= |y1| -« |yx| is a P x (K — 1) matrix of coeflicients for the topic prevalence model is

specified by 3.2 and 3.3. 3.6 is related to k,(f,), k_(f), k(') which is a set of coefficients for the topical
content model. Equations 3.4 and 3.5 link to the core language model.

By using the logistic normal distribution, the core language model is able to create correlations in
the topic proportions [26][27]. For a model with K topics, we can depict 7q ~ Normalg —1(p4, )
for the Logistic Normal and map to the simplex with 045 = exp(na,x)/ (2 exp(na,:)) where nqy is
fixed to zero in order to explain the model traceability. For each word within a document d, a topic
is sampled from a multinomial distribution zg, ~ multinomial(f4) with given topic proportion
vector, 0q. As a word is chosen from the appropriate distribution over terms Bzq,,, conditional
on the topic can be written [.q,, for ease of notation. In the Correlated Topic Model [28], all
documents share global parameters both p and B, but a function of document-level covariates are
designated in the structural topic model (STM) [29].
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Topic
Document-topic Per-word topic Observed Topic word Content
E proportions assignment word distribution covariates
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(1) (c) (i)
ﬁ e exp(mr +K‘kl.|' +K '( + K’,\f, .k.\‘)

Na ¥

7

Coefficients

Fig. 2. Illustration of the Structural topic model [29]

3.1.2 Model initialization and model selection for a fixed number of
topics

Since the posterior is incurable and non-convex in all mixed-membership topic models, a multimodal
estimation is caused that is sensitive to initialization. Starting values of the parameters, such as the
distribution over words for a particular topic, affect the results through the estimation procedure
[30]. There are two initialization types to deal with this in the stm package. One is to choose
an initialization based on the method of moments under reasonable conditions for consistency
[31]. Since it applies a spectral decomposition (non-negative matrix factorization) of the word
cooccurrence matrix, it is known as a spectral initialization. In the stm function, it can be chosen
by setting init.type = ”Spectral”. This function will temporarily subset the vocabulary size
for the initialization period, if the vocabulary is greater than 10,000 words. Secondly, a short
run of a collapsed Gibbs sampler for LDA can initialize the model. It provides a balance of
speed, reproducibility, and quality with the ini.type= ”LDA” in the stm function. Because
of consistency of producing the best result, generally, the spectral initialization is recommended
[30].

If the user or researcher cannot use the spectral initialization, they should estimate several models,
randomly generated from starting values, and then evaluate each model through some separate
standard. The function, selectModel, automates this process to assist the progress of finding a
model with desirable properties. Users can specify the number of "runs”. selectModel creates a
net where "run” models are run for two EM steps and the number of "runs” are below 10. Then
models with low likelihoods are discarded. The default setting returns the 20% of models with the
highest likelihoods, which are run until convergence or reaching the maximum of EM iterations
[30]. The FREX metric is developed to measure exclusivity in a way that balances word frequency.
FREX is the weighted harmonic mean of the word’s rank in terms of exclusivity and frequency
under a topic with the empirical CDF exclusivity to that topic. Denoting the KxV matrix of
topic-conditional term probabilities as B, the FREX statistic is defined as.
-1
w n l-w
ECDF(—2tr )  ECDF(Bk.v)

K
PRI RY

FREX,, = (3.7)
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where ECDF is the empirical CDF and w is the weight which is a default value .7 to favor exclusivity
in the function [31]. This criteria is calculated for each topic within a model run. There is a plugin
estimator for the FREX statistics using the collection B coefficients estimated using variational EM
[29].

STM allows users to insert a specified number of topics as given function searchK. Even though
there is no proper answer to define the number of topics that are fitting to a given corpus, the
function searchK uses a data-driven reach selecting the number of topics [32]. Several automated
stats are performed to choose the number of topics including calculating the held out likelihood [33]
and executing a residual analysis [34]. For instance, with stable spectral initialization, one could
classify a STM model for 7 and 10 topics and compare the resulting along each of the criteria. this
searchK can also calculate a range of quantities of interest, including the average exclusivity and
semantic coherence [30]. In this paper, we apply 6 topics as we introduced in the previous section,
but depending on the results such as topic correlations and categories, we may reduce the number
of topics to compare results.

4 The Community Views on Criminal Justice System
Initiative

The Gun Involved Violence Elimination (GIVE) initiative is managed by the New York State
Division of Criminal Justice Services. GIVE uses a variety of evidence-based violence reduction
strategies in 20 jurisdictions across New York State. This community views on the criminal
justice system project has two objectives. The first is to collect the community’s perceptions
and experiences with the police department and criminal justice system within one of the GIVE
jurisdictions. The second is to share findings with the local GIVE jurisdiction and provide feedback
to the community. The research team formulated six main topical categories for which they sought
to discover the views of the criminal justice system in the local jurisdiction. Over the course of
one year, nineteen focus groups were created across multiple backgrounds founded in police-citizen
groups, reentry groups, and community, neighborhood, and youth organizations. These groups had
discussion sessions across six major topics and subsequently answered survey questions. Taking into
account the potential biases of the note takers and facilitators, and only referencing the quantitative
results of the questions, the research team attempted to identify how people answered within those
six topics [35].

4.1 Major Topical categories

The six major topics were defined as (i) Interactions with the local police (i) Overall safety (iii)
Community concerns (iv) Trust and Fairness (v) Dignity and Respect (vi) Body-worn cameras. With
these six topics as their guiding hypothesis, the research team designed qualitative research with
procedural justice concepts informed questions. The questions cover police officers and the criminal
justice system in a macrocosm. There were three steps of collecting the data in the focused
group meetings: rate the questions or statements, display the result of the polls, then sharing
interviewees’ experiences and opinions along with questions or statements. These following questions
and statements are used for the meeting: ” Would you describe your most recent interaction with the
police as good, bad, neither good nor bad, or no interaction? Who started the interaction? How safe
do you feel in your neighborhood at night? What influences this? Overall, how satisfied are you with
police responses to community concerns? (Responses range from very satisfied to very unsatisfied.)
Rate how strongly you agree or disagree with these statements: I trust the police to do what is best
for the community. Overall, the criminal justice system (police, courts, probation, prisons, parole,
etc.) tries to do what is best for the community. The police in my community generally treat

10



Seo and Fokoue; JAMCS, 25(6): 1-21, 2017; Article no.JAMCS.38582

people with dignity and respect. The criminal justice system generally treats people fairly. The use
of body-worn cameras is good for the relationship between police and this community” [35]. Text
mining is an attractive alternative to the traditional constrained Likert-type questionnaires. It is
hoped that by letting the community respondents freely expose their views, we can, using modern
sophisticated text mining techniques, extract the topic underlying authentic perception of policing
and the criminal justice system in general.

5 Statistical Data Analysis

5.1 Sentiment analysis

Sentiment Analysis, also known as opinion mining, refers to the use of natural language processing.
As research interest in natural language processing grows up rapidly, it seeks to better understanding
on sentiment or opinion expressed in text. The discovery of opinions reflecting people’s attitudes
upon various topics allows many effective applications, and it is another motivation of sentiment
analysis. Semantic orientation (SO) is to measure subjectivity and opinion in text data. It usually
catches positive or negative factors and the degree to which the word, phrase, sentence, or document
in the data is positive or negative towards a subject topic or idea. Furthermore, text can perhaps
be characterized by some other more nuanced emotion like surprise or disgust [36].

Much of Criminal Justice research contains human interactions with the criminal justice system.
The data often include people’s point of views, expectation, experiences, and concerns towards
criminal justice system. The data collected for these types of research include the emotional intent
of words. Therefore, we can infer whether a section of text is positive or negative, or characterize
more nuanced emotion like surprise or disgust through the sentiment analysis.

In R software, there are three general-purpose lexicons we can use: AFINN, BING, and NRC. All
lexicons use unigrams such as single words. These lexicons contain many English words, and words
are selected into different sentiment groups or categories. AFINN is a product created by Finn
Arup Nielsen. This lexicon assigns words with a score that fits between -5 and 5, which matches
negative scores implying negative sentiment and positive scores implying positive sentiment. The
BING lexicon was created by Bing Liu and collaborators and indicates polarity of the words in
a sentence. It categorizes words into negative and positive categories. Lastly, the NRC lexicon
was created by Saif Mohammad and Peter Turney. NRC lexicon assigns words into binary values
(?yes” /"n0”) fitting into eight categories: positive, negative, anger, anticipation, disgust, fear, joy,
sadness, surprise, and trust [37].

5.1.1 Data exploration with word cloud

A tag cloud (word cloud, or weighted list in visual design) is a visual representation of text data,
typically used to describe keyword metadata (tags) on websites or to visualize free form text [38]. A
word cloud or text cloud is a visualization of word frequency in a given text as a weighted list [39].
This technique has been popularly used to visualize the topical content of political speeches and
several journal papers to visualize their text data [40][41][42]. The world cloud for this paper is made
in R version 3.2.2 using packages ’SnowballC’, *wordcloud’, and 'RColorBrewer’. In wordclouds, the
size and color of each word is determined by the frequency of its appearance in the a list, in this case,
the major 250 words were sorted by its frequencies to depict over all documents. The words which
appeared most frequently were placed closer to the center of the document and displayed using a
larger font size. The words were also sorted based on coloration such that from most frequent to
least frequently occurring, the words were colored black, yellow, pink, blue, orange, and green. We
can display words randomly as well. The rotation of words and display options also can be changed.
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5.1.2 Wordcloud from sentiment snalysis

In this paper, we applied all of lexicon techniques to our sentiment analysis. The above word cloud
was created with only six categories to present what words appear in the matrix. The difference
between the previous word cloud and this word cloud is the dependence on the frequency of each
word in the matrix. Sentiment clouds do not sort the words by frequency. Colors are used to
display categories. The font sizes differ by categories and it is an unsupervised technique, meaning
that they are automatically generated. Therefore, the font size should not be considered when
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interpreting the sentiment cloud. With this word cloud, we use the exact words our interviewees
used when they described their own experiences. The reason we chose the above six categories was
that these are the most common positive and negative emotional categories.
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The above word cloud was created by the BING lexicon and its dictionary. Words were sorted by
negative and positive categories in the BING dictionary and displayed in the cloud.

Histogram for Sentiment Scores
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Fig. 6. Sentiment score through Afinn
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With bigrams, Afinn dictionary scored each sentiment word between -5 to 5. Through the Fig. 8,
we can see more negative scores than positive words. There is no -5 scored words which indicates
extremely negative words, but most words are light positive like between 1 and 2 or scored mostly
negatively. 60% of the words are negatively scored, no neutral words such as scored zero, and only
39.76% which is almost 40% are positive. Summarized score is -270 even though the average of the
negative score is 2 and average of the positive score is 1.8 which means there is not much difference
between scores, but there are much more negative words than positive words in the data set.

5.2 Cluster of documents

Cluster analysis categories data into groups (clusters) that are meaningful, or useful, or both. The
clusters should capture the natural structure of the data, if meaningful groups are the goal. However,
only data summarization is useful. Also, cluster analysis is a multivariate method which targets
to classify sample objects from the base of a set of measured variables into similar subjects are
placed in the same group [43]. Cluster analysis allows one to obtain an abstraction from individual
measured data objects (or subjects) to the clusters of which those data objects consist. In addition,
some techniques classify each cluster in terms of a cluster prototype. For instance, a data object
that represents the other objects in the cluster [44].

There are a number of different applications that we can use for cluster analysis; these applications
can be described as the following two categories:

e Hierarchical methods

— Agglomerative methods which objects start in their own independent cluster. Then
the most similar clusters are combined and this process is repeated until all objects
belong into one cluster. Eventually, the optimum number of cluster is chosen from all
cluster solutions.

— Divisive methods which all objects start in the same cluster and agglomerative strategy
is implied reversely until every object is in an independent cluster. Agglomerative
methods are more popular than divisive methods.

e Non-hierarchical methods (known as k-mean clustering methods)

5.2.1 Hierarchical cluster analysis

For our hierarchical clustering analysis, we adapted the euclidean distance to measure the distance
and ward’s method among agglomerative methods to determine which clusters should be joined at
each stage. The most common illustration tool for this hierarchical cluster analysis is a dendrogram.
This diagram illustrates which clusters have joined at each stage of the analysis and the distance
among clusters when it joins [43].

In the above dendrogram, we set to demonstrate four numbers of groups (clusters). It seems like
we can reduce number of clusters and the distances are too small. Therefore, we decided to use
exploratory graph analysis via the R-package EGA. It is currently under development, but it is
quite effective to show networks between clusters. It shows directly what items or documents are
belong to what clusters.

The dendrogram of hierarchical cluster analysis and EGA are intuitively similar, but EGA solution
seems to be more reasonable. We would like to know what types of disparate factors they have as
two major groups through sentiment analysis. However, there were no differences between the two
groups in sentiment analysis. Both were majorly negative.
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5.3 Topic modeling with n-gram via Structural Topic Model (STM)

The most frequent terms within a topic summarize the majority of topic models, despite that there
are several methods for choosing higher order phrases [45][46]. We use a metric referred to as FREX
to summarize topics that associate frequency term and exclusivity to that topic into a univariate
summary statistic [47][48].

Based on results from STM, we classified which topics can fit into research topics. Body-worn
camera project in the city police department started after an unfortunate incident so that we
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Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 Topic 6
Cop, gun, | Job_well, confidence, Individuals, Understand, Otpolice, Health_center,
care, conduct, safety, told, check, black, which sees, tlocal, | guys_street,
control, criminal_justice, describe, | called, noise, | culture, media, | tlocal_pd, fired, polite, guys,
youth, confidence_confidence women, shut | school, trained | illness, business, dealers
kids, feels, thinks
young

Fig. 9. Six topics through STM

Topic1 Topic 2 Topic 3 Topic 4 Topic 5 Topic &
Interaction Y,

Safety v,

Community
CONCErns
Trust and
fairness
Dignity and
respect
Body-worn
camera

Fig. 10. Fitting in original research topics

expected to catch community views on the project. Unfortunately, there is no direct evidences that
many citizens in the community are interested in Body-worn cameras. Most of topics belonged to
community concerns. Others are interaction, safety, and dignity and respect. Therefore, we decided
to reduce the number of topics. The following table shows what can be affected, if we reduce the
number of topics, such as fitting the topics. Additionally, through the results, we assume that
several topics are related to each other such as interaction, trust and fairness, and dignity and
respect.

Topic 1 Topic 2 Topic 3 Topic 4
Cop, sense, control, care, | Confidence, conduct, House, drugs, told, Health_center,
youth, gun, training contact_interaction, individuals, residents, guys_street, clinic, guys,
neighborhood_problems, | especially, fired business,
car_street business_owners,
owners

Fig. 11. Four topics through STM

Even though we reduced the number of topics, the contents did not change. Also, categories where
the topics belong are the same, which are interaction, safety, community concerns, dignity and
respect. We began to wonder as it seems like the most topics are talking about interactions with
cops and officers and neighborhoods and concerns inside of them. Therefore, we would like to reduce
once more into two topics.

The Fig. 12 represents when we narrow the number of topics down into two, we see one topic is

related to criminal justice system like court, cops, and officers whereas, the other topic shows how
they get along with the community and neighborhood.
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Topic 1 Topic 2
Neither, neither_good, social_media, moving, Confidence, affects, overall_satisfied, released,
reputation, base, brought courts_probation, conduct, contact_interaction

Fig. 12. Two topics through STM
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Fig. 13. Difference via Topics between Two Major Clustering

In the previous section, we applied clustering analysis on our data set. Fig. 10, the EGA graph,
presents two major clusters (groups): group 1 and 2 in the graph. We would like to detect the
difference between the two groups with topic model. The figure 15 presents topical proportions via
four topics between two groups. There is the obvious difference between two groups. Especially,
the two groups which show total opposites in the topic 2 and 4.

6 Discussion

In the section 5.1, we could discover what types of words with which community residents describe
their experiences with the criminal justice system in their daily life or what they heard from their
neighbors, friends, and family members. People used more negative words than positive words, like
60% of negative and zero neutral sentiment were captured based on the figure 8. Also, through
clustering analysis in the section 5.2, we could demonstrate four clusters (or groups), but it can
be concluded as two major groups. Sentiment analysis could not make distinct two major groups
since it had the exact same patterns of the sentiment in NRC, but figure 15 in the section 5.3
shows distinction between the two major groups. The two groups have absolute opposite topical
proportions in the each topic. Furthermore, section 5.3 STM shows there are four major topics in
the data set. Also, we can narrow down into two topics based on the results, but as a research
topical perspective, four topics seem to be the best since there is not enough evidence for body-worn
cameras and trust and fairness topics from figure 11 to 14 in section 5.3.

The data set has a lot of questionaries and most of text documents do not have format, since
there were several research assistants who took the notes during the interview. Each of them have
different note taking styles and personal abbreviations of words. It means that the data sets have
a lot of noise and it required many steps of preprocessing. Therefore, we need to format the note
taking for the future. The formatting does not include labeling of the documents, including name of
the group, name of note takers, and location of the interview. Also, we need more data to approach
and conclude what the community really thinks about the criminal justice system. With our current
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data set, which is 33 valid text documents, there are only a few things we can conclude. Even if
we applied as many applications as analysis data, if the data set is small, we cannot conclude or
extract the right information as what the data set would contain.

None of the topics include body-worn cameras. It presents two things. The first one is body-worn
cameras is not the dominant topic in the data set. For instance, some interviewees mentioned about
body-worn cameras during the interview, but it was not much. The second is that people do not
know, or have no idea, about body-worn cameras. The research team asked the same questions to
all interview groups so that all document has questionaries related to body-worn cameras. If the
topic modeling analysis cannot catch this topic, it may means that interviewees do not have any
opinion about body-worn cameras.

In this paper, we applied n-gram with Structural Topic Model (STM), but Hidden Markov Topic
Model (HMTM) can be more effective with this social science data sets. HMTM goes beyond the
common bag-of-words paradigm, and infers semantic representations by taking into account the
hereditary sequential nature of linguistic data [49]. Also, it is an enhanced Bayesian bag-of-words
model so that it can catch topics from text data sets that have a complexity problem.

7 Conclusion

In our research, we integrated text mining techniques into the text document data from the CVCJS
initiative, such as n-gram, sentiment analysis, and structural topic model (STM) along with a
multivariate analysis technique, clustering analysis. Through our statistical approach, we aim to
identify the community views on the criminal justice system in one of the 20 New York State
GIVE jurisdictions. We could conclude a couple of things, such as the number of topics we could
discover through analysis, which was less than the actual research target topics, overall sentiment of
neighborhood, and number of clusters (or groups) exists and its similarity and disparity. However,
there are several inconclusive and limited results due to the data format, small numbers of text
data, and other factors.
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