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Abstract 
 

Diagnosability is the property of a partially observable system with a given set of possible faults; these 
faults can be detected with certainty with a finite observation. Usually, the definition and the verification 
methods of diagnosability ignore the nature of controllable and uncontrollable events of the system. This 
paper shows the influence of controllability of system’s events on the definition and the verification, also 
shows that the classical diagnosability is a special case where we consider the whole system as 
controllable. The definition of diagnosability had been generalized using model structure on topological 
spaces by mean of strategies. Alternating-time Temporal Logic and Model Checking are used to check 
diagnosability of uncontrollable events to build a whole framework which is suitable for both isolated and 
interacting systems. 

 

Keywords: Topological conditions; automated diagnostic; diagnosability; temporal logic. 
 

1 Introduction 
 
At various stages of the design of computer hardware it is advisable to maintain the general requirements for 
the diagnosis, which is mean the capability to conduct the process of finding defects and faults by using 
specific technical diagnostics based on well-defined methods. Diagnosable digital device can be provided 
with specific hardware and time costs during the design of diagnostic software and during the diagnostic 
experiment. 
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Time costs take into consideration the complexity of performing certain operations, and the characteristics of 
the hardware to ensure the diagnosis [1,2]. The most appropriate quantitative indicators such as functional 
logic and circuit realization are diagnosed at key stages of the system using the top-down design. 
 
At the structural level, the quantitative estimation is comprised of overhead and the significance of 
individual design in the verification process of their functionality, so, diagnosis of digital devices at this 
level can be achieved by improving the reachability of the test’s source by adding additional control points. 
 
To calculate the testability indicators of individual design we can use table of functionality, which allows us 
to automate and simplify the calculation process [3,4], this approach will make the results more accurate due 
to its dependence on both controllability and observability. 
 

2 Topological Condition of Diagnostic Algorithms 
 
Let the structure of the digital device is represented as a directed graph � = (�,�) with a number of nodes 
0,1 ,2,… ,�  and a number of arcs 1,2,… ,� . We assume that the design is composed of an internal or 
external hardware core capable of generating test inputs then collect and analyze the test outputs. 
 
At the beginning we specify the first node of the graph with subscript ��, and call it base-node [5,6]. To 
ensure the diagnosis process the base-node must be able to reach each node of the graph by means of active 
control points which will be fed by the inputs of the test. On contrast the outputs in response to the inputs 
will be collected by another type of control points, which will be called passive control points; in the 
meantime, it shall be ensured reverse-reachability to any node of the graph from the passive control points. 
The concepts of reachability and reverse-reachability can be illustrated by the use of appropriate matrices. 
Reachability matrix  � = [���] describes all the possible paths from ��  node to ��  node. Accordingly, the 

element of matrix � will be: 
 

 
The set of nodes �(��) of graph �which can be reached from a given node ��is consisting of elements �� for 

which path ���  between ��and ��  in the reachability matrix is equal to 1 [7,8,9]. It is obvious that all the 

diagonal elements of matrix �are equal to 1, since each node is reachable from itself with a path length 
equals to 0. 
 
Let ��(��) is the set of nodes of �� j, which are reachable from vi with path of length 1, ��(��) - the set of 

nodes that are reachable from ��  with path of length 2. Similarly,  ��(��)   is the set of nodes that are 
reachable from ��paths of length � , in general, the nodes that are reachable from ��can be summarized as 
follows: 
 

�(��) = {��}∪ {��(��)}∪ {��(��)}∪ … ∪ {��(��)}                                                                                 (2) 
 
Similarly, we define the elements of reverse-reachability matrix � (��) = [���] as follows: 

 

 
Reverse-reachability matrix �(��) of graph � can be described as a set of nodes, such that, from any of its 
nodes we can reach the node ��. It is clear that column�� of matrix � coincides with the line ��of matrix �, 
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i.e.� = �� , where �� - transposed matrix of the reachability matrix �. At the given matrices � and �  we can 
impose some restrictions, for example, let the lengths of the paths do not exceed a specified number , then 
the matrices R and Q will be respectively called the constraint matrix of  for both reachability and 
reverse-reachability matrices. For further discussion let us use the concepts: base and anti-base of graph 
theory [10,11,12], where base nodes will match the set of input nodes, and anti-base will match the set of 
output nodes. 
 

Definition 1. The base � of graph � is a set of nodes ��,��,… ,�� , such that, it can reach any node in the 
graph, and seems to be minimal in the sense that there is no proper subset of � has the same characteristic. 
Let �(�) the set of nodes that are reachable from the nodes of set �, this we can rewrite in the following 
form: 
 

 

Approval. B seem to be base node if and only if 
 

�(�) = � ��� (∀� ⊂ B�(R(S) ≠ V)�                                                                                                          (4) 
 
R(S) ≠ V ⊂ ∀� ⊂ B   in (4) is equivalent to the following statement: ��(�(��))  for any two different 
��, �� ∈ �, i.e., no node in B can be reached from another node in B. 

 
Thus, the set of base node �of graph �, must satisfies the following conditions: 
 

1. Each node in graph � is reachable from at least one node of the base set �. 
2. No node in set � is reachable from another node of �. 

 

Definition 2. Anti-base ��  is a set of nodes of G such that: 
 

 
 
 

Therefore, anti-base ��   is the minimum possible set of nodes of graph �, such that, some vertices in � are 
reachable through it. Using the concepts of base and anti-base, we can formulate a method for selecting the 
points of diagnostics as follows: determine a minimum number �  of nodes for inputs and outputs without 
any restrictions on test time Ttest. For a finite strongly connected directed graph �(�,�) find: 
 

� = min���(�)���(�)�                                                                                                                                (6) 
 

Where ��(�) and ���(�) - one of base and anti-base sets. 
 
But regarding the process of determining the base and anti-base is quite simple [9,13,14]. Here are two basic 
rules for choosing the base set. 
 

1. In any graph without cycles, there exists a unique base; it consists of all nodes of the graph, whose 
indegree is 0. 

2. For a graph � with cycles, it is necessary to determine the strong components, then construct the 
graph �∗(�∗,�∗), so that, each node of them represents a set of nodes of the strong component. 

 

Graph �∗ is called the condensation of graph � which does not contain cycles and base �∗ is a condensation 
of �∗ consisting of all nodes with indegree equal to 0. Consequently, the base graph �can be constructed as 
follows: the corresponding nodes of �∗ to strong components of �must be taken one-by-one, i.e. Assume 
�∗ = {��,��,… ,��}, where � the number of sets nodes �� in graph�∗, then the base � is an arbitrary set 
{���,���,… ,���}, where ��� ∈ �� . Searching for a strong component of a graph containing the node��, can be 
carried out as follows: 
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Since �(��) is the set of nodes reachable from ��and � (��) is the set of nodes from which we can reach ��, 
then  �(��) ∩ � (��) uniquely identifies a strong component with respect to node �� . When taking into 
consideration the relationship between the matrix ��  and � , we find that search for a strong component with 
respect to each node ��(� = 1,�) we have to perform elementwise logical multiplication of similar rows and 
columns of the reachability matrix �. After multiplying all rows and columns we will get all the strong 
components of the graph, where some of them may coincide with others if they have the same nodes name 
[15,16,17,18]. 
 
To check the reality and the effectiveness of the mentioned method, let us take Fig. 1 as an example. The 
structure has 13 nodes, there is unidirectional and bidirectional connection between the nodes, which is 
simulate a real unidirectional and bidirectional buses for information transfer.  
 
Firstly, we build reachability matrix �of the graph as shown in Table 1. 
 
Secondly, performing elementwise logical multiplication of similar rows and columns of the matrix, we 
obtain a set of nodes for each strong component of the original graph G. 
 
Thirdly: Denote the set of nodes for each ��

∗: ��
∗{��,��,��,��}, ��

∗{��}, ��
∗{��,��,��}, ��

∗{��,���}, 
��

∗{���,���,���}. 
 
The nodes of �∗ with indegree equal to 0, are��

∗, ��
∗ respectively, and corresponding to the sets {��}, 

{���,���,���} As shown in Fig. 2.  
 
Thus, the bases of the original graph�are the following pairs: {��,���}, {��,���} and {��,���}where the anti-
base nodes of a graph � will be  {��},{��} and {��}. Any of bases can be used as an active control points 
while anti-bases can be used as passive control points. 
 
Since the base and the anti-base of the original graph �have no common nodes, the minimum number of 
connection points of diagnosis is obtained by combining arbitrarily chosen base and anti-base of graph �. 
Actually the number of permutation of the points here is all possible pairs of three bases and three anti-
bases: 
 

{��,���,��},{��,���,��},{��,���,��},… ,{��,���,��} 
 
Connecting diagnostic software tools through active and passive control points requires certain hardware 
costs for additional circuits such as switches, buffer amplifiers, circuits… etc. 
 

Table 1. Reachability matrix �of graph � 
 
Vi 1 2 3 4 5 6 7 8 9 10 11 12 13 
1 1 1 0 1 1 1 1 1 1 1 0 0 0 
2 1 1 0 1 1 1 1 1 1 1 0 0 0 
3 1 1 1 1 1 1 1 1 1 1 0 0 0 
4 0 0 0 1 0 0 1 0 1 0 0 0 0 
5 1 1 0 1 1 1 1 1 1 1 0 0 0 
6 1 1 0 1 1 1 1 1 1 1 0 0 0 
7 0 0 0 1 0 0 1 0 1 0 0 0 0 
8 0 0 0 1 0 0 1 1 1 1 0 0 0 
9 0 0 0 1 0 0 1 0 1 0 0 0 0 
10 0 0 0 1 0 0 1 1 1 1 0 0 0 
11 0 0 0 1 0 0 1 1 1 1 1 1 1 
12 0 0 0 1 0 0 1 1 1 1 1 1 1 
13 0 0 0 1 0 0 1 1 1 1 1 1 1 
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Fig. 1. Base graph � 

 

 
 

Fig. 2. Condensation of graph � 

 
Because of high importance of evaluation and optimization of hardware costs for diagnosis [19,20,21,22]; 
we have to specify the indicators that characterize such costs when starting diagnosis process. 
 
�� – Minimum cost to connect diagnostic software to active control point, where � = 1,… ,� , and � 
represents the number of active control point. 
 
��– Minimum circuit cost to connect passive control point, where � = 1,… ,� and � represents the number of 
passive control point. 
 
The total cost can be represented as follows: 
 

� = � ��

�

���

+ � ��

�

���

                                                                                                                                           (7) 
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Taking into consideration that active points represent base nodes and passive points represent anti-base 
nodes, we can express the hardware cost by using the characteristic function �(�) where its value will show 
whether � belongs to base � or anti-base ��: 
 
Thus, the total cost will equal to: 

 
Where 
 
 
 
 

 
��- is one of the total number of bases � in graph �, where � = 1,2,… ,�. 

 
��- is one of the total number of anti-bases � in graph �, where � = 1,2,… ,�,�� ∈ �. 
 
Similarly, we can estimate the required time for the diagnosis, which can be determined by applying inputs 
stimuli to active control points and collecting outputs on passive control points. 
 
If we assume that each path � is checked sequentially and if we connect one active and one passive control 
point to each other, then the total diagnosis time �� is equal to: 

 
Where 

 
� - Total number of paths between control points; 

 
�� – Time needed to test one node of the graph. 
 
The total time �� depends on the choice of the set of paths � of the graph For each path of a certain length, 

we can specify its allowable scan time �� = (1,2,… ,�). 
 
So, the total time of diagnosis will be equal to the sum of these times: 
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Based on the above given relations for the evaluation of hardware and time costs, we can formulate two 
tasks to optimize data cost. 
 
1. Task to minimizing the hardware requirements for diagnosis. Find 
 
Limitations of this task can have two different types depending on the technical conditions. If we set the total 
allowable time of diagnosis ��, then the limitations will be: 

 
Limits of allowable scan time of �� for each � path can be written as 
 
The optimal values of this task  ��,���,��� ≥ 0. 

 

2. The second task deals with minimizing the required time for diagnosis which can be stated as follows: 
 
Find 

 
Under the constraints: 

 
Where ��,��  – the allowable hardware costs to connect active ��  and passive ��  control points to the 
diagnostic software, taking into consideration that ��,�� ≥ 0. 
 

3 Conclusions 
 
Using the characteristic function μ(V) allowed us to have limits on the values of the sum of identical and 
equal nodes to the total number of nodes of the graph, which is more convenient for solving optimization 
problems in the future. As for the particular graph there are a lot of bases and anti-bases then the choice of 
the pair "basis – anti-base" can be determined by specific technical conditions depending on hardware cost 
with relation to diagnostic software. 
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